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Abstract—Mining frequent patterns is one of the most important 
concepts of data mining. Frequent pattern mining has been a 
highly concerned field of data mining for researcher for over two 
decades. Several algorithms have been developed for finding 
frequent itemsets from the databases. The efficiency of these 
algorithms is a major issue since a long time and has captured 
the interest of a large community of researchers. In Literature 
review it is found that great effort has been made in this area so 
far to development of efficient and scalable algorithms for 
frequent itemset mining in various types of databases due to their 
importance in various fields. In 1993, R. Agrawal and R. Srikant 
first proposed the most classical association rule mining 
algorithm named as Apriori algorithm. But Apriori has two 
major drawbacks: large number of candidate itemsets generation 
and large no of database scan. Like most of the association rule 
algorithms, first it discover minimal frequent itemsets, then it 
discover the maximal frequent itemsets by using these minimal 
frequent itemsets, so all approach of this type take large time to 
find maximal frequent itemsets and needed large number of 
database scan, also not suitable for the continuous changing 
database. To overcome these problems, extensive work have done 
by many researchers, by enhancement and modification on basic 
algorithms like Apriori algorithm, FP growth algorithm, Eclat 
algorithm, and MFI algorithm etc. Maximal frequent itemset 
(MFI) was proposed by Bayard in the year 1998. (MFI) used to 
find maximal frequent item. After that lots of improved 
approaches have been proposed to efficiently mining the maximal 
frequent pattern such as Mafia, GenMax Smart-Miner etc. The 
present paper provides an overview of various frequent pattern 
mining algorithms with the expectation that it would serve as a 
reference material for researchers in this field. 

Keywords—Apriori Algorithm, Association Rules, Boolean 
matrix, Data Mining, Frequent Itemset, Maximal Frequent 
Itemset (MFI), Maximal frequent itemset first (MFIF). 

I.  INTRODUCTION 

Data mining is the process of discovering meaningful new 
and interesting correlation, patterns and trends by sifting 
through large amounts of data, by using pattern recognition 
technologies as well as statistical and mathematical 
technique [63]. Now a days Data mining has been widely 
used and unifies research in various fields such as computer 
science, networking and engineering, statistics, databases, 
machine learning and Artificial Intelligence etc. There are 
different techniques that also fit in this category including 
association rule mining, classification and clustering as well 
as regression [1]. Finding association rules is the core 
process of data mining and it is the most popular technique 
has been studied by many researchers.. It is mining for 
association rules in database of sales transactions between 
items which is important field of the research in dataset [2]. 
The benefits of these rules are detecting unknown 
relationships, producing results which can used as a basis 
for decision making and prediction. 
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For finding frequent pattern and then generating association 
rules by using these pattern, APRIORI algorithm was 
proposed by R. Agrawal and R. Srikant[3]. Many 
improvements have been proposed to enhance the 
performance of Apriori algorithm [4] because of some 
limitation of Apriori algorithm. One of these was given by 
Changsheng Zhang and Jing Ruan by dataset reduction 
approach and by decreasing the I/O spending [5]. For cross 
selling strategies organization in retail industry and to 
increase the sales, they have applied this modified 
algorithm. Wanjun Yu, Xiaochun Wang proposed RAAT 
(Reduced Apriori Algorithm with Tag) [6], which use 
transaction tag method to improves the performance of 
Apriori algorithm and in pruning operation, it reduces 
generation of frequent itemset. Dongme Sun, Sheohue Teng 
has proposed a new approach based on forward and 
backward scan of database [7]. If it applied with certain 
satisfying conditions, it produces the frequent itemsets more 
efficiently. P-matrix algorithm [8] proposed by Xinxi Dai 
and Sixue Bai, and in comparison to Apriori algorithm, P-
matrix is faster and more efficient. Zhi Lin, Guoming Sang, 
Mingyu Lu [9] for finding association rules, proposed vector 
operation based method. Two algorithms called as Maximal 
Frequent Item (MFI) [20] and Maximal frequent itemset 
first (MFIF) [10] have been proposed which are much 
efficient and more attractive than other frequent itemset 
mining algorithms due to following reason:- 

• Faster to generate maximal frequent itemset.  
• Less no of database scan. 
• Quite simple, flexible and robust. 

II.  ASSOCIATION RULE 

 
Association rule mining aims to discover the relationships 
and the patterns in a dataset by including two steps (1) 
finding all frequent itemsets and (2) generating association 
rules from those frequent itemsets. In a database the 
frequency of an itemset, is also referred to as the support 
count, which represent the number of transactions that 
contain that itemset. An itemset is called frequent itemset if 
its support count is greater than or equal to the minimum 
support threshold. An association rule is like as: X->Y 
where Support	(X → Y) 	= 	�	(XUY)	 and Con�idence(X →
Y) 	= P(Y/X) 	= 	�	(XUY)/support	count(X).	  
Minimum support threshold (s) and minimum confidence 
threshold (c) are used to remove the uninteresting 
association rules. The association rules are interesting if and 
only if it has both the support and the confidence greater 
than or equal to these thresholds [2]. 

A. Apriori Algorithm 

Apriori algorithm [3] has been proposed by R. Agrawal and 
R. Srikant for finding frequent itemsets. In the first round, 
the Apriori algorithm scans the database to determine L1 
(line 1). In the kth round, where k ≥ 2, the process of the 
Apriori algorithm can be divided into the following three 
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steps.  
Step 1.  Line 3 constructs Ck from Lk-1, which was 

determined in the (k-1) th round.  
Step 2.  Lines 4-7 scan the database to count the support 

of each k-itemset in Ck. 
Step 3.   Line 9 determines the Lk, whose support is 
greater than or equal to the user-specified minimum 
support, from Ck. Fig.1 shows the process of Apriori. 

 

Fig. 1-Apriori Algorithm 

The algorithm terminates when more candidate itemsets 
cannot be constructed for next round. The algorithm needs 
to do multiple database scans as many times as the length of 
the largest frequent itemset. Therefore, its performance 
decreases dramatically when the length of the largest 
frequent itemset is relatively long [11].  

B. FP Growth  Algorithm 

The process of frequent patterns generation in FP-growth 
(frequent pattern growth) algorithm includes two sub 
processes: first is the construction of the FT-Tree, and 2nd is 
generating frequent patterns from the FP-Tree [12]. To store 
the database in a compressed form, it uses an extended 
prefix tree (FP-tree) structure. FP-growth uses a divide-and-
conquer approach to decompose both the mining tasks and 
the databases. FP-Tree, recovers the two disadvantages of 
the Apriori, it takes only two scan of the database and no 
candidate generation. So FP-Tree is faster than the Apriori 
algorithm. It is more effective in dense databases than in 
sparse databases. Its major cost is the recursive construction 
of the FP-trees [13]. 

C. Partitioning Algorithm 

To overcome the memory problem for large database which 
can not fit into main memory Partitioning algorithm is used 
to find the frequent elements. It is based on the partitioning 
of database in n parts [14], because small parts of database 
easily fit into main memory. 

D. Direct Hashing and Pruning (DHP) Algorithm 

A DHP technique use Hash table structure. It reduces the 
number of candidates in the early passes Ck for k > 1 and 
the size of database [15]. In DHP technique, support is 
counted by mapping the items from the candidate list into 
the buckets. In DHP technique, when a new itemset is 
occurred, it checks the itemset exist earlier or not, if exist it 
increases the bucket count else insert itemset into new 
bucket. And in the end the buckets which have less support 
count than the minimum support is deleted from the 
candidate set. 

E. Sampling Algorithm 

In Sampling algorithm, a random sample is picked up in 
such a way that the sample can be fit in the main memory, 

and frequent pattern are mining from this sample. This 
removes the I/O overhead by not taking the complete 
database but only a sample of database for checking the 
frequency [16]. 

F. Eclat 

Eclat [17, 18] algorithm uses a depth-first approach with the 
set intersection, and vertical data format. Each item is stored 
together with its cover (also called tid list). The support 
count of an itemset X can be easily computed by 
intersecting the any two subsets of X , like Y and Z are 
subset of X, such that Y U Z = X. 

G. The Pincer-Search Algorithm 

For mining maximal frequent itemsets, Lin and Kedem [19] 
presented a new approach by combining both top-down and 
bottom-up approach; it reduces the complexity for 
generating maximal frequent itemsets. The bottom-up 
approach starts from 1-itemset, moves one-level up in each 
iteration and proceeds up to n-itemsets like Apriori 
algorithm while the top-down approach starts from n 
itemsets, moves many levels down in each iteration and 
proceeds up to 1-itemset. Both bottoms-up and top-down 
approach individually identify the maximal frequent 
itemsets by examining its candidates. 

III.  PREVIOUS WORKS ON FREQUENT 
PATTERN MINING ALGORITHM 

Association rule mining, one of the most important and well 
researched techniques of data mining, was first introduced 
by Agarwal , R., Imielinski   T., and Swami,  A. N. in 
“Mining association rules between sets of items in large 
databases” [35]. Association rules are used in various fields 
such as telecommunication networks, online shopping, 
inventory control, marketing and risk management etc. 
Association rule mining is used to find out association rules 
that satisfy the user-defined minimum support threshold and 
confidence threshold from a given database. An efficient 
algorithm proposed by Agarwal, R. Aggarwal, C. and 
Prasad V., called as TreeProjection [36]. The general 
concept of Tree Projection is that it builds a lexicographical 
tree and on the base of frequent patterns mined so far, 
TreeProjection projects a large database into a set of reduced 
item-based sub-databases. The total no. of frequent itemsets 
is equal to the total no. of nodes in its lexicographic tree. 
Two main factors explained the efficiency of TreeProjection 
: (1st) the support counting in a small space by the 
transaction projection; and (2nd) the management and 
counting of candidates, providing the flexibility of picking 
efficient strategy during the tree generation and transaction 
projection is facilitated by the lexicographical tree. An 
efficient algorithm for mining association rules named as 
PRICES is proposed by Wang and Tjortjis [37] .The most 
time-consuming step of generation of large itemset is 
reduced by scanning the database only once and by using 
logical operations. Matrix Algorithm for generating large 
frequent candidate sets is proposed by Yuan, Y. And Huang, 
T. [38], Which generates a Boolean matrix by scanning the 
whole database only once, and the frequent candidate sets 
are generated from the generated matrix. And the generated 
frequent candidate sets used to mine association rules. The 
algorithm is better than Apriori Algorithm. A sampling 
approach for association rule mining is proposed by 
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Toivonen [39]. It has two steps: (1st) a random sample of the 
whole database is taken and all associations in the sample 
are mined. (2nd) these results are verified with the rest of 
database. To maximize the effectiveness, lower minimum 
support threshold is used on sample. Some associations 
which were not frequent in the sample but frequent in the 
whole database (main drawback of this approach) are used 
to construct the complete set of associations in the 2nd step. 
Chuang et al. [41] presented Sampling Error Estimation 
(SEE). It is a progressive sampling algorithm; it is used to 
determining an appropriate sample size for mining 
association rules. Sampling Error Estimation (SEE) has two 
advantages. (1st)- SEE is very efficient because an 
appropriate sample size can be determined, without the need 
of executing association rules. (2nd)- SEE is highly accurate 
to determine sample size, meaning that on this size of 
sample, to find a sufficiently accurate result, association 
rules can be very efficiently executed. For sampling large 
datasets with replacement, the sufficient sample size based 
on central limit theorem is derived by Li and Gopalan 
[42].Association rule mining approaches have been adapted 
the parallelism so that the advantage of the larger storage 
capacity and higher speed of parallel system can be taken 
[43]. FDM presented by Cheung et al. [44], which is 
Parallelization of Apriori algorithm, each machine with its 
own partition of the database and no sharing. The database 
scan is performed independently at every level and on each 
machine, on the local partition. Pruning approach is also 
distributed. Like FDM, candidates in DDM (D-ARM 
algorithm presented by Schuster and Wolff [45]) are 
generated level wise and then counted by each node in its 
local database. Then the nodes execute a distributed decision 
protocol in order to find out frequent candidates set. FPM 
(Fast Parallel Mining) for mining association rules on a 
shared-nothing parallel system has been presented by 
Cheung, D. And Xiao, Y. [46] is another efficient parallel 
algorithm. FPM uses the distribution count approach and use 
two efficient candidate pruning techniques, i.e., global and 
distributed pruning technique. It employs a simple 
communication technique; in each pass, only one round of 
message exchanges takes place. DAA (Data Allocation 
Algorithm) is proposed by Manning, A., Keane, J. [47]. 
DAA uses Principal Component Analysis to improve the 
data distribution. A recent survey on parallel association rule 
mining with shared memory architecture which cover most 
of the techniques adopted, trends and challenges in parallel 
data mining has been written by Parthasarathy, S., Zaki, M. 
J., Ogihara, M., [48]. All techniques are Apriori-based. A 
parallelization scheme which can be used to parallelize the 
fast and efficient frequent pattern mining algorithms based 
on FP-trees has been described by Tang and Turkia [49]. An 
approach Relim (Recursive elimination) processes the 
transactions directly, based on FP-Growth algorithm without 
the prefix tree. FP-Growth algorithm uses the prefix tree for 
representation of datasets, which save a lot of memory for 
storing the transaction. Relim algorithm deletes all items 
from the transaction database that has least frequent items. 
Relim is better when min support is low [40]. The goal of 
frequent pattern mining algorithm is discover all the patterns 
having support greater than the user-defined threshold. But, 
many time users want the set of patterns to be discovered 

according to some extra constraints applied by the user on 
the structure of patterns. Techniques applicable to 
constraint-driven pattern discovery or mining can be 
classified into the following three groups:  
1.  Post-processing Techniques (after the actual discovery 
process, remove the patterns that do not satisfy the user-
specified Constraints);  
2. Pattern filtering Techniques (to generate only those 
patterns which satisfy the constraints, add the pattern 
constraints into the actual mining process); 
3. Database filtering Techniques (restrict the source 
database to objects that can contain the patterns that satisfy 
pattern constraints). By using database filtering approach, 
Wojciechowski and Zakrzewicz [50] focus on enhance the 
performance of constraint- based frequent pattern mining. 
Database filtering techniques restrict the source database to 
objects that can contain the patterns that satisfy pattern 
constraints and resulting database is small. Tien Dung Do 
[51] has been proposed a different type of constraints called 
as category-based as well as the associated algorithm for 
constrained rule mining based on Apriori algorithm. By 
bypassing most of the subsets of the final itemsets, the 
Category-based Apriori algorithm decreases the 
computational complexity of the mining process. Rapid 
Association Rule Mining (RARM) [52] is an association 
rule mining technique that avoids the candidate generation 
process and uses the tree structure to represent the original 
database. To enhance the performance of existing mining 
algorithms, some constraints were applied during the mining 
process to generate only interesting and useful association 
rules instead of all the association rules means optimization. 
Since 1993, researcher has been made lots of improvements 
to the Apriori algorithm. Requirements for the improved 
algorithm in “One Optimized Method of Apriori Algorithm” 
[53], itemsets needed to be arrange lexicographically, and 
compression of Boolean matrix is not completed and still 
required a lot of space in the calculation process. The 
improved algorithm by WANG Chengliang and WU 
Yanjuan [54] only converts the database to a Boolean 
matrix, and calculate the frequent itemsets with the method 
of vector inner-product. There is no compression of Boolean 
matrix and nothing about the weight concept. Improved 
algorithm by ZENG Wandan, ZHOU Xubo, DAI Bo, 
CHANG Guiran and LI Chunping [55] and by ZHANG 
Yueqin [56] added a new column in the Boolean matrix, but 
only the row vector compression of matrix and no 
compression on the columns of matrix. The improved 
algorithm of “Algorithm for Generating Strong Association 
Rules Based on Matrix” [57] is a kind of algorithm based on 
the sort of matrix algorithm and this improved algorithm has 
certain advantages in generating frequent itemsets, but there 
isn't much improvement for data compression, and Boolean 
matrix sorting process also costly. Improved algorithm in 
[58] is generated by 2-itemsets support matrix, which avoids 
the invalid 2-itemsets and solves its bottleneck problem, but 
it still needs repeating the scanning of matrix during 
generating frequent itemsets,  and the only solving 
efficiency of 2-itemsets is more obvious. As mentioned 
above, based on the current study, Zhiyong Wang [59] has 
made the Improvements in the Apriori algorithm. It 
compresses the row vector and column vector of Boolean 
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matrix in two directions and it introduced the weight vector 
inner product and the algorithm of frequent itemsets. A new 
method is presented by Harpreet Singh and Renu Dhir [60], 
called as MBAT (Matrix Based Algorithm with Tags). 
MBAT generate transactional matrix from the database. And 
then mine the frequent itemsets directly from this 
transactional matrix by using the tags to count support of the 
itemsets. The number of candidate itemsets, mainly 
candidate 2-itemsets greatly decreases by proposed 
approach. 

IV.  VARIOUS MAXIMAL FREQUENT ITEMSET 
MINING ALGORITHM 

Maximal Frequent Itemset (MFI) was first introduced in the 
year 1998, Bayardo proposed MaxMiner Algorithm [20] for 
mining the maximal itemsets. MaxMiner uses a breadth-first 
search, and also it decrease the no. of scans of database by 
using a look-ahead to prune the branches of the tree i.e., it 
involves in superset pruning. To enhance the effectiveness 
of superset frequency pruning, MaxMiner also uses dynamic 
re-ordering of items. It uses the horizontal dataset format so 
number of scan of database is equal to Apriori. Depth 
Project Algorithm [21], proposed by Agrawal, also uses the 
depth first search of a lexicographic tree and also uses 
counting method based on transaction projections along with 
its branches to find long itemsets. The DepthProject 
algorithm also perform a look-ahead pruning method with 
item re-ordering and returns a superset of the maximal 
frequent itemset and required a post-pruning to eliminate 
non-maximal itemsets. GenMax [22, 23] was proposed by 
Gouda and Zaki, backtracking approach used to identify all 
maximal itemsets. The data representation in GenMax is in 
vertical format. It also uses a progressive focussing 
approach to remove non-maximal itemsets and uses Diffset 
propagation to perform quick frequency counting. GenMax 
add pruning with mining and give the exact MFI (Maximal 
frequent itemsets) in two steps: (1st)-database is projected on 
current node, just like transaction and the mined MFI can 
also be projected on the node so fast superset checking. 
(2nd)- To perform fast support counting, GenMax uses 
Diffset propagation. Mafia [24] presented parent 
equivalence pruning (PEP) which is more effective pruning 
methods. To reduce the search space, Mafia also uses 
dynamic re-ordering. Both DepthProject and Mafia discover 
a superset of the MFI, and eliminate non-maximal itemsets 
by using post-pruning. MaxMiner and MafiaPP which is an 
extended version of Mafia are efficient in some datasets like 
mushroom dataset rather than GenMax. Smartminer [25] 
uses a heuristic function which uses the tail information 
(gathers and passes by Smartminer) to select the next node. 
It generates a smaller search tree needed a smaller number 
of supports counting and superset checking not needed. A 
new algorithm called as data stream mining for maximal 
frequent itemsets (DSM-MFI), which mine the set of all 
maximal frequent itemsets in windows over data streams 
was presented in [26]. An efficient algorithm for mining 
maximal frequent itemsets based on frequent pattern list 
named as (FPLMFI-Mining) [27]. FPLMFI-mining utilizes 
bit string and-operation to check maximal frequent itemsets. 
An algorithm based on a frequent pattern graph which used 
breadth-first search and depth-first-search techniques are 
used to generate all maximal frequent itemsets from the 

database [28]. A novel approach for finding the maximal 
frequent itemset from large data sources using the concept 
of segmentation of data source and prioritization of 
segments is proposed by M. Rajalakshmi, Dr. T. 
Purusothaman and Dr. R. Nedunchezhian [29]. Most of the 
association rule algorithms used to mine minimal frequent 
itemset first, then by using these minimal frequent itemsets 
mine the maximal frequent itemsets; these approaches are 
time consuming and large number of database scan required 
to discover the maximal frequent itemsets. To remove these 
problems, a new method to directly find the maximal 
frequent itemset by using the concepts of subsets is 
presented by Jnanamurthy HK, Vishesh HV, Vishruth Jain, 
Preetham Kumar and Radhika M. Pai [10]. The presented 
method adopted top-down searching strategy and it 
efficiently find maximal frequent itemsets. NVB 
Gangadhara Rao, Sirisha Aguru [30] proposed Hash Based 
Frequent Item sets-Double Hashing (HBFI-DH) in which 
vertical data format with hashing is used. Double hashing is 
used to avoid hash collision and secondary clustering 
problem. The advantages are fast access of data, easy to 
compute the hash function, efficiency and avoid 
unnecessary scans to the database. It avoids the primary 
clustering problem as well as secondary. G. Vijay Kumar 
and Dr. V. Valli Kumari [31] introduced a new single-pass 
algorithm called MaRFI (Maximal Regular Frequent 
Itemset) which mines maximal regular-frequent patterns in 
transactional databases using pair of transaction-ids instead 
of using item-ids. MaRFI mines the complete set of 
maximum regular frequent patterns at once in transactional 
databases using common items from transaction pairs that 
requires only one database scan. It is efficient than other 
algorithms that mine only for maximum frequent itemsets 
because it is very simple and easy to identify the common 
itemsets from transaction pairs and to calculate support and 
regularity threshold values. Maha Attia Hana [32] proposed 
a visualization of itemsets frequencies with matrix. The 
paper proposed a new method to extract maximal frequent 
itemsets called Matrix Visualization and Extraction of 
Maximal Frequent Itemsets .The constrained uncertain data 
maximal frequent itemset mining algorithm is proposed by 
Haizhou DU [33]. The proposed algorithm used to frequent 
itemsets mining, quantitative judgments that are further 
close to the objective and truthful thermal power unit 
running state can be made. Maximal frequent patterns are 
one of the condensed representations of frequent patterns. 
Recently, regular pattern mining along with frequent 
patterns playing an important role in data mining research. 
G. Vijay Kumar, V. Valli Kumari [34] presented a new 
algorithm called as IncMaRFI to mine MRF (Maximal 
regular frequent) itemsets in incremental databases in which 
new transaction is added continuously in old database, using 
common items from a set of transaction-id pairs. IncMaRFI 
algorithm extracts all the latest MRF itemset(s) at a time 
within a single scan. 

V. DISCUSSION AND CONCLUSION 

Association rule mining and Frequent pattern mining is 
currently very interesting and burning field for researchers 
due to theirs wild applicability. Association rule mining has 
a wide range of applicability such as cross marketing, 
market basket analysis, medical diagnosis and research, 
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homeland security, Website navigation analysis, fraud 
detection and so on. Present paper provided the 
preliminaries of basic concepts about association rule 
mining and reviews the list of existing frequent pattern 
mining techniques. Some basic with improved and resent 
approach of maximal frequent itemset mining is also 
discussed. There are still many interesting research issues 
related to the modification and extensions of several 
approach like Apriori, FP growth, Eclat, MFI etc, such as 
structured patterns mining by further development of any of 
these approach, fault-tolerant patterns in noisy environments 
or approximate mining, frequent-pattern-based classification 
and clustering, and so on. Of course, a single paper cannot 
completely review all the techniques and approaches, yet it‘s 
hoped that the theoretical concepts and references given 
would guide the researcher in that research directions that 
have not been explored yet. In conclusion, MFI remains a 
promising and important algorithm, which would be used 
extensively by the researchers from different fields around 
the world. 
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TABLE  I 

SUMMARY OF FREQUENT PATTERN MINING ALGORITHMS  
 

            Algo. 
 
Parameters 

Apriori 
Algorithm 

FP-Growth 
Algorithm 

Sampling 
Algorithm 

DHP 
Algorithm 

Partitioning 
Algorithm 

Eclat 
Algorithm 

H-Mine Algorithm 

Data 
Structure 

Array  Tree  Array  Array  Array  Array  Tree  
 
 

Description Use Apriori 
property, join 
and prune 
method 

Construct 
conditional frequent 
pattern tree 
and conditional 
pattern base from 
database 
which satisfy the 
min. support 
 

take any random 
sample and count 
support and 
validate with 
whole database at 
lower 
threshold support 
 

Use hashing 
approach for 
fining frequent 
itemsets 
 
 

find local 
frequent item first 
by Partition the 
database 
 

Use set 
intersection. of 
transaction ids 
list for 
generating 
candidate 
itemsets 
 

Partition and project the 
database; uses  hyperlink 
pointers to store this 
database into main 
memory 

Advantage Basic algo. In 
mining 
frequent 
pattern, 
Suitable for 
both sparse 
and dense 
database 
 

Only 2 scan of 
database, 
Suitable for large 
and medium 
datasets 

Memory 
utilization and less 
time required; 
Suitable for any 
kind of dataset 

Better than 
Apriori in 
small and 
medium   
database; 
Suitable for 
medium 
databases 
 

Reduce the 
number of 
database scans, 
Suitable for large 
databases 
 

Suitable for 
medium and 
dense datasets, 
time is small 
then Apriori 
algorithm 

Better memory 
utilization, Suitable for 
sparse and dense 
datasets 
 

Disadvantage Large no. Of 
database 
scan, space 
and time 
complexity is 
high 

recursive 
construction of the 
FP-trees  and 
complex 
data structure 
required large   
 

mostly 
not give accurate 
results 
 

Not good for 
large database 

more time is 
required because 
first find local 
frequent and then 
global frequent 

not suitable for 
small datasets 
 

time is larger than  
others because of 
partitioning of the 
database 

Reference [3], [11],[40] [12], [13],[40] [16] [15] [14] [17], [18],[40] [61] 
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       Algo.       
 
 
Paramete
rs 

MBAT 
Algorithm 

MaxMiner 
Algorithm 

GenMax 
Algorithm 

Smart -
Miner 
Algorithm 

The pincer –
search 
Algorithm 

MFIF 
Algorithm 

MAFIA 
Algorithm 

Descriptio
n  

Find frequent 
itemset using 
Matrix with 
tag. 

uses a breadth 
first 
search and a look 
ahead pruning 
strategy to find 
MFI (Maximal 
frequent itemset)  

Use 
backtracking 
search 
approach, 
progressive 
focusing 
technique, and 
Diffset 
propagation. 

Gathers and 
passes tail 
information 
and uses a 
heuristic 
function. 

uses 
horizontal data 
format, 
Both top down 
and bottom up 
approach. 

Use 2 
dimension 
array, and 
subset 
approach to 
find Maximal 
frequent 
itemset First. 

uses vertical 
data format, 
and 
Compressio
n and 
projection 
of table. 

Advantage 
 

Only one scans 
of database and 
fast than 
Apriori 
Algorithm. 

MaxMiner is the 
best for mining 
(T10 and T40) 
type database, 
additional 
pruning power. 

Good for 
mining the 
exact set of 
maximal 
patterns, easily 
integrated with 
other algo. 

Smartminer 
does not 
require any 
superset 
checking. 

Very efficient 
when the longest 
frequent itemset 
of a database is 
big. 

Single 
database scan, 
better memory 
utilization 
and. 

Mine a 
superset of 
all maximal 
frequent 
itemsets. 

Disadvanta
ge 
 

Large Database 
lead to large 
matrix required 
large space and 
execution time. 

No. Of scan of 
database is same 
as Apriori 
algorithm, so 
large execution 
time. 

Not work on 
large 
transaction 
database like 
5M, 10M 
transactions. 

Not work on 
large 
transaction 
database. 

the initialization 
of the maximal 
Frequent 
candidate set is 
not efficient. 

Only suitable 
where 
frequent 
itemset 
present at 
initial stage. 

If the set of 
MFI is 
large, the 
Superset 
checking 
can be very 
expensive. 
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