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Frequent Pattern Mining Algorithms: A Review
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Abstract—Mining frequent patterns is one of the mastportant

For finding frequent pattern and then generatirgpeistion

concepts of data miningFrequent pattern mining has been a rules by using these pattern, APRIORI algorithm was

highly concerned field of data mining for researchér over two

decades.Several algorithms have been developed for finding

frequent itemsets from the databases. The efficiermf these
algorithms is a major issue since a long time andshcaptured
the interest of a large community of researchets. Literature
review it is found that great effort has been madethis area so
far to development of efficient and scalable algthwins for
frequent itemset mining in various types of datalkasdue to their
importance in various fieldsin 1993, R. Agrawal and R. Srikant
first proposed the most classical association rulaining
algorithm named as Apriori algorithm. But Apriori hastwo
major drawbacks: large number of candidate itemsgeneration
and large no of database scan. Like most of thecasation rule
algorithms, first it discover minimal frequent itesets, then it
discover the maximal frequent itemsets by using gheminimal
frequent itemsets, so all approach of this type e¢dirge time to
find maximal frequent itemsets and needed large riuen of
database scan, also not suitable for the continuocisanging
database. To overcome these problems, extensive hvavk done
by many researchers, by enhancement and modificatim basic
algorithms like Apriori algorithm, FP growth algorithm Eclat
algorithm, and MFI algorithm etc. Maximal frequent temset
(MFI) was proposed by Bayard in the year 1998. (MFl)agsto
find maximal frequent item. After that lots of impred
approaches have been proposed to efficiently minihg maximal
frequent pattern such as Mafia, GenMax Smart-Min@tc. The
present paper provides an overview of various fregupattern
mining algorithms with the expectation that it woulderve as a
reference material for researchers in this field.

Keywords—Apriori  Algorithm, Association Rules,
matrix, Data Mining, Frequent Itemset, Maximal Frequw
Iltemset (MFI), Maximal frequent itemset first (MFIF).

I INTRODUCTION

Data mining is the process of discovering meaningéaw
and interesting correlation, patterns and trendssifting
through large amounts of data, by using patterngeition
technologies as well as statistical

Boolean

proposed by R. Agrawal and R. Srikant[3].
improvements have been proposed to enhance
performance of Apriori algorithm [4] because of sm
limitation of Apriori algorithm. One of these was/gn by
Changsheng Zhang and Jing Ruan by dataset reduction
approach and by decreasing the 1/0 spending [5].cFass
selling strategies organization in retail industapd to
increase the sales, they have applied this modified
algorithm. Wanjun Yu, Xiaochun Wang proposed RAAT
(Reduced Apriori Algorithm with Tag) [6], which use
transaction tag method to improves the performaote
Apriori algorithm and in pruning operation, it remhs
generation of frequent itemset. Dongme Sun, Shedleng
has proposed a new approach based on forward and
backward scan of database [7]. If it applied witrtain
satisfying conditions, it produces the frequeniisets more
efficiently. P-matrix algorithm [8] proposed by XinDai
and Sixue Bai, and in comparison to Apriori aldgumit P-
matrix is faster and more efficient. Zhi Lin, GuamiSang,
Mingyu Lu [9] for finding association rules, propukvector
operation based method. Two algorithms called asiria
Frequent Item (MFI) [20] and Maximal frequent iteghs
first (MFIF) [10] have been proposed which are much
efficient and more attractive than other frequeteimiset
mining algorithms due to following reason:-

- Faster to generate maximal frequent itemset.

« Less no of database scan

« Quite simple, flexible and robust.

Many
the

Il ASSOCIATION RULE

Association rule mining aims to discover the relaships
and the patterns in a dataset by including two sstep
finding all frequent itemsets and (2) generatingoagtion

and mathenlaticeules from those frequent itemsets. In a databdse t

technique [63]. Now a days Data mining has beerelyid frequency of an itemset, is also referred to asstngport

used and unifies research in various fields suatoagputer
science, networking and engineering, statisticsalueses,
machine learning and Atrtificial Intelligence etchéfe are
different techniques that also fit in this categamgluding
association rule mining, classification and clusigras well
as regression [1]. Finding association rules is tloee
process of data mining and it is the most popw@ahnique
has been studied by many researchers.. It is mifong
association rules in database of sales transactietween
items which is important field of the research atatet [2].
The benefits of these

count, which represent the number of transactidret t
contain that itemset. An itemset is called frequtarhset if

its support count is greater than or equal to theimum
support threshold. An association rule is like Xs>Y
where Support (X - Y) = P (XUY) andConfidence(X —

Y) =P(Y/X) = P (XUY)/support count(X).

Minimum support threshold (s) and minimum confidenc
threshold (c) are used to remove the uninteresting
association rules. The association rules are istiageif and
only if it has both the support and the confidegceater

rules are detecting unknowthan or equal to these thresholds [2].

relationships, producing results which can use@dmsis A Apriori Algorithm

for decision making and prediction.
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steps. and frequent pattern are mining from this samplaisT
Step 1. Line 3 constructs,Grom L.j;, which was removes the I/O overhead by not taking the complete

determined in the (k-1 round. database but only a sample of database for chedkiag
Step 2. Lines 4-7 scan the database to countuihgost frequency [16].

of each k-itemset in C F. Eclat

Step 3. Line 9 determines theg lwhose support is
greater than or equal to the user-specified minimu
support, from ¢ Fig.1 shows the process of Apriori.

nchlat [17, 18] algorithm uses a depth-first apptoadth the
set intersection, and vertical data format. Eaehits stored
together with its cover (also called tid list). Tkapport
count of an itemset X can be easily computed by

Algorithm Apriori ; ; -
l?mﬁ‘@gom%nL]:meHHEMt L itemsets; intersecting the any two sukisets of X, like Y ahdare

2 for(k=2; Le1 » @ k) do subset of X, suchthatY U Z = X.

3. C=aprion-gen(L+1); // Generate new candidates from Ls-1 G. The Pincer-Search Algorithm

‘;_' fﬂrcﬂm%fjaﬁmm contsined in f For mining maximal frequent itemsets, Lin and Kecfa®i

6 forall c & Cdo presented a new approach by combining both top-daweh

1 ¢. count++; bottom-up approach; it reduces the complexity for
8.  Li={cre C|c count> minimmm support}; generating maximal frequent itemsets. The bottom-up
9. All frequent itemsets = | L, approach starts from 1-itemset, moves one-levahugach
end_af_Apriori iteration and proceeds up to-itemsets like Apriori

. . . algorithm while the top-down approach starts from n
Fig. 1-Apriori Algorithm 29 P bpre . :

. . . . itemsets, moves many levels down in each iteraéiod
The algorithm terminates when more candidate iténseyroceeds up to 1-itemset. Both bottoms-up and taprd

cannot be_ constructed for next round. T_he algoritteeds  approach individually identify the maximal frequent
to do multiple database scans as many times derlgeh of  jtemsets by examining its candidates.

the largest frequent itemset. Therefore, its perforce

decreases dramatically when the length of the $irge M. PREVIOUS WORKS ON FREQUENT
frequent itemset is relatively long [11]. PATTERN MINING ALGORITHM
B. FP Growth Algorithm Association rule mining, one of the most importand well

The process of frequent patterns generation in féltt) researched techniques of data mining, was firsbduiced
(frequent pattern growth) algorithm includes twobsuby Agarwal , R., Imielinski T., and Swami, A. K
processes: first is the construction of the FT-Teewl 2%is  “Mining association rules between sets of itemslarge
generating frequent patterns from the FP-Tree [I@]store databases” [35]. Association rules are used irouarfields
the database in a compressed form, it uses an dedensuch as telecommunication networks, online shopping
prefix tree (FP-tree) structure. FP-growth usesvmle-and- inventory control, marketing and risk managemert. et
conquer approach to decompose both the mining taists Association rule mining is used to find out assterarules
the databases. FP-Tree, recovers the two disadyeniaf that satisfy the user-defined minimum support thoés and
the Apriori, it takes only two scan of the databasel no confidence threshold from a given database. Arciefit
candidate generation. So FP-Tree is faster tharAfiori  algorithm proposed by Agarwal, R. Aggarwal, C. and
algorithm. It is more effective in dense databasem in Prasad V., called as TreeProjection [36]. The ganer
sparse databases. Its major cost is the recursivarciction concept of Tree Projection is that it builds a éexjraphical

of the FP-trees [13]. tree and on the base of frequent patterns minedarso
C. Partitioning Algorithm TreeProjection projects a large database into afsetuced
item-based sub-databases. The total no. of fregtemsets

is equal to the total no. of nodes in its lexicqdna tree.
Two main factors explained the efficiency of TregEction

. (1%) the support counting in a small space by the
transaction projection; and "¢ the management and
counting of candidates, providing the flexibility picking

D. Direct Hashing and Pruning (DHP) Algorithm efficient strategy during the tree generation aahgaction

A DHP technique use Hash table structure. It resitbe projection is facilitated by the lexicographicaleer An
number of candidates in the early passes Ck forlkand efficient algorithm for mining association rulesnmed as
the size of database [15]. In DHP technique, supfor PRICES is proposed by Wang and Tjortjis [37] .Thesm
counted by mapping the items from the candidateini® time-consuming step of generation of large itemiset
the buckets. In DHP technique, when a new itemset lieduced by scanning the database only once andsibg u
occurred, it checks the itemset exist earlier dr ifiexist it logical operations. Matrix Algorithm for generatirigrge
increases the bucket count else insert itemset mae frequent candidate sets is proposed by Yuan, Y. Anang,
bucket. And in the end the buckets which have $esport  T. [38], Which generates a Boolean matrix by scagrthe
count than the minimum support is deleted from thehole database only once, and the frequent cardiskis
candidate set. are generated from the generated matrix. And tineng¢ed

E. Sampling Algorithm frequent candidate sets used to mine associaties. rlihe
algorithm is better than Apriori Algorithm. A sanm
approach for association rule mining is proposed by

To overcome the memory problem for large databasehw
can not fit into main memory Partitioning algorithsused
to find the frequent elements. It is based on titpning

of database in n parts [14], because small partat#base
easily fit into main memory.

In Sampling algorithm, a random sample is pickediup
such a way that the sample can be fit in the mamary,
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Toivonen [39]. It has two steps:*|la random sample of the according to some extra constraints applied byuter on
whole database is taken and all associations irséineple the structure of patterns. Techniques applicable
are mined. (#) these results are verified with the rest ofonstraint-driven pattern discovery or mining cae b
database. To maximize the effectiveness, lower mim classified into the following three groups:

support threshold is used on sample. Some assowati 1. Post-processing Techniques (after the actusdogiery
which were not frequent in the sample but frequanthe process, remove the patterns that do not satidyuer-
whole database (main drawback of this approachuseel specified Constraints);

to construct the complete set of associations énXhstep. 2. Pattern filtering Techniques (to generate ortpse
Chuang et al. [41] presented Sampling Error Estonat patterns which satisfy the constraints, add thetepat
(SEE). It is a progressive sampling algorithm;sitused to constraints into the actual mining process);

determining an appropriate sample size for minin§. Database filtering Techniques (restrict the eeur
association rules. Sampling Error Estimation (SE&) two database to objects that can contain the patteaissatisfy
advantages. {)- SEE is very efficient because anpattern constraints). By using database filteripgraach,

to

appropriate sample size can be determined, wittheuheed
of executing association rules"{2 SEE is highly accurate
to determine sample size, meaning that on this size
sample, to find a sufficiently accurate result, oagastion
rules can be very efficiently executed. For sanwpliarge
datasets with replacement, the sufficient sample based
on central limit theorem is derived by Li and Gapel
[42].Association rule mining approaches have bedapted
the parallelism so that the advantage of the lasgerage
capacity and higher speed of parallel system cataken

Wojciechowski and Zakrzewicz [50] focus on enhatize
performance of constraint- based frequent patteiming
Database filtering techniques restrict the sou@@atihse to
objects that can contain the patterns that safisfitern
constraints and resulting database is small. TiangdDo
[51] has been proposed a different type of conssaialled
as category-based as well as the associated algofiir
constrained rule mining based on Apriori algorithBy
bypassing most of the subsets of the final itemsits

Category-based  Apriori  algorithm  decreases the

[43]. FDM presented by Cheung et al. [44], which izomputational complexity of the mining process. idap
Parallelization of Apriori algorithm, each machingth its  Association Rule Mining (RARM) [52] is an assooiti
own partition of the database and no sharing. Tataldise rule mining technigue that avoids the candidateeggion
scan is performed independently at every level@m@éach process and uses the tree structure to represemritinal
machine, on the local partition. Pruning approashalso database. To enhance the performance of existimnani
distributed. Like FDM, candidates in DDM (D-ARM algorithms, some constraints were applied duriegntiming
algorithm presented by Schuster and Wolff [45]) arprocess to generate only interesting and usefudcéetson

generated level wise and then counted by each mode
local database. Then the nodes execute a distriliigeision
protocol in order to find out frequent candidates. $PM
(Fast Parallel Mining) for mining association rules a
shared-nothing parallel system has been presented
Cheung, D. And Xiao, Y. [46] is another efficierdrpllel
algorithm. FPM uses the distribution count approaicth use
two efficient candidate pruning techniques, i.éobgl and

rules instead of all the association rules meatisnigation.
Since 1993, researcher has been made lots of iraprents
to the Apriori algorithm. Requirements for the iroped
algorithm in “One Optimized Method of Apriori Algitihm”
[B3], itemsets needed to be arrange lexicogragiicahd
compression of Boolean matrix is not completed atildl
required a lot of space in the calculation proceBse
improved algorithm by WANG Chengliang and WU

distributed pruning technique. It employs a simplé&anjuan [54] only converts the database to a Bovplea
communication technique; in each pass, only onadaf matrix, and calculate the frequent itemsets with riethod
message exchanges takes place. DAA (Data Allocatiafi vector inner-product. There is no compressioBadlean
Algorithm) is proposed by Manning, A., Keane, J7][4 matrix and nothing about the weight concept. Imprbv
DAA uses Principal Component Analysis to improve thalgorithm by ZENG Wandan, ZHOU Xubo, DAI Bo,

data distribution. A recent survey on parallel asston rule
mining with shared memory architecture which cowerst
of the techniques adopted, trends and challengesuriallel
data mining has been written by ParthasarathyZa&ki, M.

J., Ogihara, M., [48]. All techniques are Aprioaded. A
parallelization scheme which can be used to pdizdi¢he
fast and efficient frequent pattern mining algarithbased
on FP-trees has been described by Tang and T4®]aAn

CHANG Guiran and LI Chunping [55] and by ZHANG
Yueqin [56] added a new column in the Boolean mabrut
only the row vector compression of matrix and no
compression on the columns of matrix. The improved
algorithm of “Algorithm for Generating Strong Assaiion
Rules Based on Matrix” [57] is a kind of algorithased on
the sort of matrix algorithm and this improved altfon has
certain advantages in generating frequent itembeatsthere

approach Relim (Recursive elimination) processes thisn't much improvement for data compression, andl&m

transactions directly, based on FP-Growth algorithithout
the prefix tree. FP-Growth algorithm uses the préate for
representation of datasets, which save a lot of ongrfor
storing the transaction. Relim algorithm deletelsitaims
from the transaction database that has least fnéqteams.
Relim is better when min support is low [40]. Thead of
frequent pattern mining algorithm is discover b# patterns
having support greater than the user-defined titdsiBut,
many time users want the set of patterns to beodésed

matrix sorting process also costly. Improved aldoni in
[58] is generated by 2-itemsets support matrix,civtavoids
the invalid 2-itemsets and solves its bottleneabfam, but

it stil needs repeating the scanning of matrix imigr
generating frequent itemsets, and the only solving
efficiency of 2-itemsets is more obvious. As men¢d
above, based on the current studhijyong Wang [59] has
made the Improvements in the Apriori algorithm. It
compresses the row vector and column vector of &wol
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matrix in two directions and it introduced the waigector
inner product and the algorithm of frequent iterasét new

database [28]. A novel approach for finding the mmt
frequent itemset from large data sources usingctmeept
method is presented by Harpreet Singh and Renu[BOjry of segmentation of data source and prioritizatioh o
called as MBAT (Matrix Based Algorithm with Tags).segments is proposed by M. Rajalakshmi, Dr. T.
MBAT generate transactional matrix from the dateb@sxd Purusothaman and Dr. R. Nedunchezhian [29]. Moshef
then mine the frequent itemsets directly from thisssociation rule algorithms used to mine minimabfrent
transactional matrix by using the tags to counpsupof the itemset first, then by using these minimal frequigarnsets
itemsets. The number of candidate itemsets, mainiyine the maximal frequent itemsets; these appreaehe
candidate 2-itemsets greatly decreases by propos@te consuming and large number of database scprireel

approach. to discover the maximal frequent itemsets. To resnibnese
problems, a new method to directly find the maximal
V. VARIOUS MAXIMAL FREQUENT ITEMSET frequent itemset by using the concepts of subssts i

MINING ALGORITHM presented by Jnanamurthy HK, Vishesh HV, Vishrim,J

Maximal Frequent Itemset (MFI) was first introdudadhe ~Preetham Kumar and Radhika M. Pai [10]. The present
year 1998, Bayardo proposed MaxMiner Algorithm [#f] Method adopted top-down searching strategy and it
mining the maximal itemsets. MaxMiner uses a bredigst ~ efficiently  find  maximal  frequent itemsets. NVB
search, and also it decrease the no. of scanstalpate by Gangadhara Rao, Sirisha Aguru [30] proposed Hasieda
using a look-ahead to prune the branches of teitee it Frequent Item sets-Double Hashing (HBFI-DH) in whic
involves in superset pruning. To enhance the effeess vertical data format with hashing is used. DouldsHing is

of superset frequency pruning, MaxMiner also usgmchic used to avoid hash collision and secondary clusieri
re-ordering of items. It uses the horizontal datésenat so Problem. The advantages are fast access of daig, tea
number of scan of database is equal to Apriori. thepCompute the hash function, efficiency and avoid
Project Algorithm [21], proposed by Agrawal, alsees the Unnecessary scans to the database. It avoids theargr
depth first search of a lexicographic tree and alses clustering problem as well as secondary. G. Vijaymar
counting method based on transaction projectiomsgawith ~andDr. V. Valli Kumari [31] introduced a new single-pass
its branches to find long itemsets. The DepthPtoje@ldorithm called MaRFI (Maximal Regular Frequent
algorithm also perform a look-ahead pruning metiagth  !temset) which mines maximal regular-frequent paten
item re-ordering and returns a superset of the mmaixi transactional databases using pair of transactisrifistead
frequent itemset and required a post-pruning teietite ©Of using item-ids. MaRFI mines the complete set
non-maximal itemsets. GenMax [22, 23] was propdsgd maximum regular frequent patterns at once in tretiszal
Gouda and Zaki, backtracking approach used to ifyeait databases using common items from transaction piaéts
maximal itemsets. The data representation in Geniglax  'equires only one database scan. It is efficiean tbther
vertical format. It also uses a progressive foaugsi a@lgorithms that mine only for maximum frequent issts
approach to remove non-maximal itemsets and usiisebi because it is very simple and easy to identify dbmimon
propagation to perform quick frequency countingn®ax itemsets from transaction pairs and to calculapgpstt and
add pruning with mining and give the exact MFI (Maal regularity threshold values. Maha Attia Hana [3&)gpsed
frequent itemsets) in two steps®(database is projected on@ visualization of itemsets frequencies with matrihe
current node, just like transaction and the minedl Man Paper proposed a new method to extract maximaliéneq
also be projected on the node so fast supersetkicigec itemsets called Matrix Visualization and Extractiaf
(2")- To perform fast support counting, GenMax useMaximal Frequent Itemsets .The constrained uncedata
Diffset propagation. Mafia [24] presented parenfn@ximal frequent itemset mining algorithm is propwdy
equivalence pruning (PEP) which is more effectivenjng Haizhou DU[33]. The proposed algorithm used to frequent
methods. To reduce the search space, Mafia alse ud€msets mining, quantitative judgments that arethtr
dynamic re-ordering. Both DepthProject and Mafiscdiver Cclose to the objective and truthful thermal powaritu
a superset of the MFI, and eliminate non-maxineiiets funning state can be made. Maximal frequent pattene
by using post-pruning. MaxMiner and MafiaPP whishan ©One of the condensed representations of frequetrps.
extended version of Mafia are efficient in someadats like Recently, regular pattern mining along with frequen
mushroomdataset rather than GenMax. Smartminer [25)atterns playing an important role in data miniegearch.
uses a heuristic function which uses the tail immtion G- Vijay Kumar, V. Valli Kumari[34] presented a new
(gathers and passes by Smartminer) to select tktenode. algorithm called as IncMaRFI to mine MRF (Maximal
It generates a smaller search tree needed a smalieber regular frequent) itemsets in incremental databasegich

of supports counting and superset checking notetwed NewW transaction is added continuously in old databasing
new algorithm called as data stream mining for mmai common items from a set of transaction-id pairsMaRFI
frequent itemsets (DSM-MFI), which mine the set aiif algorithm extracts all the latest MRF itemset(s)aatime
maximal frequent itemsets in windows over dataastre Within a single scan.

was presented in [26]. An efficient algorithm forining
maximal frequent itemsets based on frequent patistn

of

V. DISCUSSION AND CONCLUSION

named as (FPLMFI-Mining) [27]. FPLMFI-mining utiés
bit string and-operation to check maximal frequigThsets.
An algorithm based on a frequent pattern graph kvhiged
breadth-first search and depth-first-search tealesgare
used to generate all maximal frequent itemsets fiben

Association rule mining and Frequent pattern miniag
currently very interesting and burning field foisearchers
due to theirs wild applicability. Association rut@ning has
a wide range of applicability such as cross mankgti
market basket analysis, medical diagnosis and m&sea
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homeland security, Website navigation analysis,udra [15] Park.J.S, Chen M.S., Yu P.S., "An effective haabenl algorithm for

detection and so on.

Present paper provided

the

preliminaries of basic concepts about associatiate r ;g
mining and reviews the list of existing frequentttpm
mining techniques. Some basic with improved anenes [17]
approach of maximal frequent itemset mining is also
discussed. There are still many interesting rese&sues
related to the modification and extensions of saver[ig
approach like Apriori, FP growth, Eclat, MFI etajch as
structured patterns mining by further developmdrdany of
these approach, fault-tolerant patterns in noisgrenments
or approximate mining, frequent-pattern-based dlaaton
and clustering, and so on. Of course, a single mpagenot
completely review all the techniques and approagfetst's
hoped that the theoretical concepts and referegoemn
would guide the researcher in that research doestihat
have not been explored yet. In conclusion, MFI riesa
promising and important algorithm, which would bsed
extensively by the researchers from different Setdound
the world.
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SUMMARY OF FREQUENT PATTERN MINING ALGORITHMS
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Algorithm Algorithm Algorithm Algorithm Algorithm Algorithm
Parameters
Data Array Tree Array Array Array Array Tree
Structure
Description Use Apriori| Construct take any random Use hashing| find local Use set| Partition and project the
property, join | conditional frequent| sample and count | approach for| frequentitem first| intersection. of| database; uses hyperlink
and prune pattern tree support and| fining frequent | by Partition the| transaction ids| pointers to store thig
method and conditional| validate with | itemsets database list for database into main
pattern base from whole database af generating memory
database lower candidate
which satisfy the| threshold support itemsets
min. support
Advantage Basic algo. In Only 2 scan of| Memory Better than| Reduce the| Suitable for | Better memory
mining database, utilization and less| Apriori in | number of | medium and| utilization, Suitable for
frequent Suitable for large| time required; | small and | database scang, dense datasetd, sparse and densg
pattern, and medium| Suitable for any| medium Suitable for large| time is small| datasets
Suitable for | datasets kind of dataset database; databases then Apriori
both  sparse| Suitable  for algorithm
and dense medium
database databases
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database construction of the| not give accurate large database | required because¢ small datasets others because 0o
scan, space FP-trees and| results first find local partitioning  of  the
and time | complex frequent and then database
complexity is | data structure global frequent
high required large
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