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Efficient Feature Selection by using Global
Redundancy Minimization and Constraint Score
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Abstract: A central problem in automatic learning is the
identification of a representative set of characteristics from which
to construct a classification model for a particular task. This
thesis dealswith the problem of the selection of characteristics for
automatic learning by a correlation - based approach. The central
assumption is that good sets of characteristics contain
characteristics that are highly correlated with the class but not
correlated with each other. A formula for evaluating
characteristics, based on ideas derived from test theory, provides
an operational definition of this hypothesis. CFS (Correlation
based Feature Selection) is an algorithm that couples this
evaluation formula with an appropriate correlation measure and
a heuristic search strategy. Other experiments compared the CFS
to a wrapper - a well-known approach to feature selection that
uses the target learning algorithm to evaluate sets of features. In
many cases CFS has given results comparable to the envelope,
and in general, surpassed the envelope on small sets of data. CFS
runsmuch faster than the wrapper, enabling it to extend to larger
sets of data.
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. INTRODUCTION

The selection of functions, the process of selecting

problem in bioinformatics research [19]. In protécsn the
high-throughput mass spectrometer (MS) measures
molecular weight of individual biomolecules (suchoteins
and nucleic acids) and has the potential to discputative
proteomic biomarkers. Each spectrum is composegeak

the

amplitude measurements at about 15,500 charadaterist
represented by a corresponding load mass value. The

identification of significant proteomic charactéidgs of MS is
crucial for disease diagnosis and profiling of piot
biomarkers [19].

In general, there are three models of charactesstection
methods in the literature: (1) filtering methodgl][Wwhere
selection is independent of classifiers, (2) wragphethods
[12] where the method of Prediction is used asaakbbox to
score subsets of features, and (3) integrated migthvere
the feature selection procedure is integrated tréato the
training process. In bioinformatics applications,any
methods for selecting the characteristics of thezgegories
have been proposed and applied.

Methods for selecting widely used filter charactcs
include statistical F [4], relief[11, 13], mMRMRY], t-test and
information gain [18] which calculate sensitivitpelation,
or relevance) of a characteristic with respectwa)(the class

subset of relevant functions, is a key element e tlabel distribution of the data. These methods can b
construction of robust automatic learning models focharacterized by the use of global statistical rimétion.

classification, clustering and other tasks. Thecfioms
section plays an important role in many applicatjas it can
accelerate the learning process, improve the gkregian
capability of modes and mitigate the curse's effett

developments on the selection of characteristies tave
been made in the literature and there are manytreeeiews
and workshops devoted to this subject, for examgl®S
Conference [7]. Over the last ten years, the sSeleabf
characteristics has seen many activities mainly twe
advances in bioinformatics where a large amougeobmic

Wrapper type selection methods are tightly coupleda
specific classifier, such as the correlation-basedture
selection (CFS) [9], the support vector

Recursive elimination machine (SVM-RFE) [8]. They
dimensionality[15].In past there are large number wften perform well, but their computational cost viery

expensive. Recently, the regularity of sparsitshmreduction
of dimensionality has been widely studied and afsplied in
characteristic selection studies. 1-SVM was progose
perform characteristic selection using 1-normaltagzation
which tends to give a scattered solution [3]. Beeathe
number of selected functionalities using SVM-1 reaer

and proteomic data are produced for biological anghan the sample size, a Huberized Hybrid MVS (HHSVM

biomedical studies. For example, in genomics,
microarray data measure the expression leveloktmnds of
genes in a single experiment. Gene expression uhatally

DNAvas proposed combining both Standard 1 and Startisod

form a more structured regularization. But it wasigned
only for binary classification. In multi-task ledng, in

contain a large number of genes, but a small nunaber parallel work, Obozinsky Et al., [18] and Argyriet al. Al.

samples. A given disease or biological functiorussially

[1] developed a similar model for the regularizataf the 2.1

associated with a few genes [18]. Over severaldfiot genes standard to couple the selection of characteridtisveen

to select some of the relevant genes thus becomesy a tasks. Such regularization has close ties withgtoep lasso
[28]. In this article we propose a new efficiendambust
method of characteristic selection to use the joint
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regularization is performed to select charactessticross all calculated as per Equation 5. If the output feasetecontains
data points with common sparsity, ie each charistier more than one feature then the mean is consideseitiea

(expression Gene or mass-Scores value for allplzitdas or
has large scores on all data points To solve thisabjective
of robust characteristic selection we propose ditieft
algorithm to solve this problem of minimization the norm
2.1 We also provide algorithmic analysis and prake

redundancy score as in Equation 9.
F
mean-redundancy(/) = Z{ mutual-infolx. x;)/|F]).
k=1
...Eq. 9

convergence of our algorithm. We have extensiv@ghereF is output feature sexk s output feature vector and

experiments on six sets of bioinformatics data@ndmethod
outperforms five other commonly used methods ofattar
selection in statistical and bioinformatics leagin

[I. ANEFFICIENT ALGORITHM

The data matrix has been preprocessed and disatetiith
respect to the mean of each gene’s expressionniodlurhe
number of output features (genes) sais provided from
outside by the user. The data matrix with classe$l, 2, - -
- C}are the inputs. At the beginning, the first oltjee (obj1)
i.e., the relevance of each gene is calculated byuah
information as per Equation 6. From the relevamncees the
highest scorer gene id is extracted and added.

KNN/SYM
Classification

Figure 1.0 Sequence for proposed architecture

Algorithm 1. Proposed Feature Selection

Input: The feature iddle f t, first objectiveob j1, second
objectiveab j2, pbj1] = pbj2| = [dleft].

Output: Non-dominated feature idns, the second objective
ob j2ns of non-dominated features.

1:k=1;
2:fori=1:|dleft| do
3:t=0;
4:forj=1:|dleft| do
5: if then{! =)

6: if thenpb j1() < obj1(j)&obj2(i)) < obj2(j));
7: else if thengb j1(i) <obj1(j)&obj2(i) > obj2(j)]lobj1()
>obj1(j)&obj2(i) <obj2(j));

8: else

9:t=1;

10: break;

11: end if

12: end if

13: end for

14: if thenf == 0&] == jdleft])

15:idnsg(k) =1i;

16:0b j2ns(k) = ob j2(i);

17:k=k+ 1;

18: end if

19: end for

in the final solution set. Next a looping is perfad for the

remaining output features. Now the redundancy betvibe
output feature and the remaining featurédle(f t) is
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is theith feature vector. Then the second objective (olg2)
modeled as the ratio of relevance to the redundandyt is to
be maximized. After calculating the two objectifes each
feature the non-dominated features are identifiee:ference
feature is called the non-dominated feature iftisfies the
following conditions: 1) if the obj1 of the refermnfeature is
greater than or equal to all the other futureslalyjd the obj2
of the reference feature is greater than or equall the other
features’ obj2 2) if the obj1 of the reference teatis greater
than all the other features’ objl and the obj2hef teference
feature is less than all the other features’ onj@ ce-versa.
Afterwards, from the non-dominated features, thatuiee
having maximum obj2 is included in the output featset.

[Il. DATASETS& RESULTS

One real life data sets is used for the comparativdy. The
Prostate Cancer dataset is collected from the weebsi
www.biolab.si/supp/bi-cancer/projections/info/. Tdataset
contain two classes of samples.

1. Prostate: Gene expression measurements forlesimop
prostate tumors and adjacent prostate tissue nmuhioing
tumor were used to build this classification modtstontains

50 normal tissue and 52 prostate tumor sample. The
expression matrix consists of 12533 numbers of gems
102 numbers of samples.

Table 1.0 Result with Existing M ethods

Specificityy
0.9423

Data Set AUC

0.9892

Fscore
0.9608

method Sensitivity

).98

Accuracy
0.9608

Avg Corr

023

Proposed
method
mRMR
(MID)
mRMR
(MIQ)

Prostate 0.96 0.9038 0.9314 0.932 | 0.322 0.9592

Cancer

0.978 0.923 0.951 0.9513 | 0.237 0.983

The actual data sets described above are firstiatdized
with the Min-Max normalization technique. Then, hwit
respect to the mean of each characteristic (gemeplamn,
the data are discretized. In this article, the neimdf output
functions is taken as 100 for all algorithms. Usit@fold
cross-validation, sensitivity, specificity, precisiand fscore
score are calculated. Then, the mean correlation fo
evaluating the redundancy of the selected chaiatitesris
also calculated. A smaller correlation value intBsahat the
selected functions are less redundant. In additiom,area
under ROC curve (AUC) is also reported.

The metric performance values of the proposethad,
mRMR (MID) and mRMR (MIQ) on the different real
datasets are shown in Table 1. It is evident froentéble that
for the data series on cancer Prostate sensitsfitgcificity,
and AUC are respectively 0.98, 0.9423, 0.9608, @8%nd
0.9892, which are better than the mRMR (MID) and\ifR
(MIQ) patterns in all cases. Furthermore, the ayera
correlation of the proposed method is 0.23, whiHhoiver
than the other two methods and indicates that ¢kalting

o,
“nor.
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characteristics given by the proposed method azelahst

correlated.
Summary Results
Iterations 3595
Total basis functions used 57
MNumber correct 26
MNumber incorrect ]
Percentage correct 76
Iterations 7948
Total basis functions used 701
Mumber correct 26
Mumber incorrect 8
Percentage correct 91.17
Confusion matrix:
| Normal | Tumoxr
77777777 | - | -
Normal | 9 | 0O
Tumoxr | 8 | 17
Confusion matrizx:
| Normal | Tumor
77777777 | - | -
Normal | © | 0O
Tumoxr | 3 | 22
100
mP. % of Correctness
0 mS.. 180 —r— H % of
NN Correc
53957948 tness

Figure 1.1 Graph for Categorization of True Positive

IV. CONCLUSION

1.

10.

11.

12.

13.

14.

15.

16.

17.

There are different types of feature selection wesh
available in the existing literature. But in moates, we have
seen that the fundamental objective of the metisoeither
relevance or redundancy. In this paper, we havpqaed a
method where relevance and redundancy are suppirted

parallel. To measure the relevance and redundaficg 0 g

characteristic or a gene, mutual information wassatered.
Relevance is defined as the mutual information betwa

feature vector and class labels. Redundancy isridesicas
mutual information among the characteristics. Thealper of
resulting functions is provided by the user. Thefgrenance
of the proposed technique is evaluated on the lmdsssme
sets of real life microarray gene expression datseiect
In addition,

performance of the proposed method is comparedthatihof

non-redundant and relevant genes.

th

well-known mRMR (MID), and mMRMR (MIQ) and the retul
show that the proposed method over performs mRMR

schemas for all data sets.
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