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Abstract: The invention of autonomous vehicles (AVs) and 

their use in transportation have been substantially accelerated by 

technological developments in artificial intelligence (AI) and deep 

learning Algorithms. Vision-based systems are a crucial part of 

AVs for detecting their surroundings and making the right 

decisions. At the same time, they are in motion, thanks to massive 

data from numerous sensor devices and sophisticated computing 

power. They understand how AI and deep learning functions in 

AV systems are crucial in achieving the objective of full 

automation, or self-driving, systems. Previous studies have done a 

fantastic job of looking into various facets of using AI and deep 

learning in AV production. Nevertheless, few studies have 

provided a comprehensive analysis of existing methods for 

integrating AI in AVs to the research community. This paper 

offers a systematic review of the most important papers in this 

field of research. It seeks to close the knowledge gap by providing 

state-of-the-art practices, challenges, and future direction. Its 

specific goal is to examine the various algorithms, models, and 

techniques applied to AVs by enhancing AI and deep learning for 

effective vision, navigation, and location in making decisions. It 

looks into the methods now in use to determine the potential 

applications of AI and the difficulties and problems that come 

with putting them into practice. This study offers more insights 

into possible opportunities for utilizing AI and deep learning in 

conjunction with other developing technologies, based on an 

examination of current practices and technological 

advancements. Big data, high computing power, and 

high-resolution navigation; expanded simulation platforms 

through a vision-based system. 
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I. INTRODUCTION

The ability of autonomous vehicle technological facilities

to enhance the vision-based system through the application 

of AI and deep learning in detecting traffic signs, pathways, 

framework delivery, pedestrians and lane detection, etc., has 

tremendously evolved and transformed computer vision and 

vision-based architectures or models. The major achievement 

recorded was the use of neural networks and the number of 

layers built with the capability to mimic the human brain as 

against the traditional use of Histogram of oriented gradient 

(HOG), Viola-Jones algorithm, etc (Goyal, et al., 2020). 

Recently, AI-based picture recognition has progressed to 

the point where it is similar to humans for basic tasks like 

identifying photos.(He et al., 2016) [19] The study of how 

computers can comprehend digital photos or movies and 

automate operations that the human visual system can 

accomplish is known as computer vision (CV). The word 

"CV" refers to AI-based image recognition and image 

sensing technology because this field works with all aspects 

of real-world computer information gathering. (Hashimoto et 

al., 2018).With the aid of a vision-based system, several 

forms of information can be extracted from a single image 

depending on factors like morphology, contrast, colour, size 

shape, etc. The information can be perceived and enhanced 

through the use of mathematical models. The majority of 

these mathematical techniques can be used to streamline the 

process of data perception and processing by utilizing 

computer vision libraries. Similar to how the human brain 

functions, a vision-based system may process, alter, and 

display images to comprehend visual data (Ribeiro et al., 

2023) [33]. 

In various driving environments, autonomous cars need an 

accurate localization and mapping solution. SLAM, or 

simultaneous localization and mapping, technology is a 

well-researched solution in this regard. For perception and 

localization, cameras and light detection and ranging 

(LIDAR) sensors are frequently employed. But after ten or 

twenty years of development, the LIDAR-SLAM technique 

doesn't appear to have evolved all that much. When 

compared to LIDAR-based systems, visual SLAM offers the 

benefits of low cost and simple installation together with 

powerful scene recognition capabilities (Cheng et al., 2022). 

Our study's goal was to 

perform a thorough analysis  

of nearly the most 

significant papers on the use 
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of AI and deep learning (DL) in building a vision-based 

system for autonomous vehicles that are related to object 

detection, vehicle classification, image segmentation, 

object-based image analysis, scene classification, image 

fusion, and image registration. We compiled the key 

scientific findings mentioned in the literature and used a 

meta-analysis to identify and classify the papers about DL 

and vision-based systems. Lastly, a critical assessment, 

techniques, issues, forecast for further research, and 

conclusion are provided. 

II. BACKGROUND OF AUTONOMOUS VEHICLE 

(AV) 

The ability of autonomous vehicle technological facilities 

to enhance the vision-based system through the application 

of AI and deep learning in detecting traffic signs, pathways, 

framework delivery, pedestrians and lane detection, etc., has 

tremendously evolved and transformed computer vision and 

vision-based architectures or models. The major achievement 

recorded was the use of neural networks and the number of 

layers built with the capability to mimic the human brain as 

against the traditional use of Histogram of oriented gradient 

(HOG), Viola-Jones algorithm, etc. (Goyal, et al., 2020). 

Recently, AI-based picture recognition has progressed to 

the point where it is similar to humans for basic tasks like 

identifying photos.(He et al., 2016) The study of how 

computers can comprehend digital photos or movies and 

automate operations that the human visual system can 

accomplish is known as computer vision (CV). The word 

"CV" refers to AI-based image recognition and image 

sensing technology because this field works with all aspects 

of real-world computer information gathering. (Hashimoto et 

al., 2018) [18]. With the aid of a vision-based system, several 

forms of information can be extracted from a single image 

depending on factors like morphology, contrast, colour, size 

shape, etc. The information can be perceived and enhanced 

through the use of mathematical models. The majority of 

these mathematical techniques can be used to streamline the 

process of data perception and processing by utilizing 

computer vision libraries. Similar to how the human brain 

functions, a vision-based system may process, alter, and 

display images to comprehend visual data (Ribeiro et al., 

2023). 

In various driving environments, autonomous cars need an 

accurate localization and mapping solution. SLAM, or 

simultaneous localization and mapping, technology is a 

well-researched solution in this regard. For perception and 

localization, cameras and light detection and ranging 

(LIDAR) sensors are frequently employed. But after ten or 

twenty years of development, the LIDAR-SLAM technique 

doesn't appear to have evolved all that much. When 

compared to LIDAR-based systems, visual SLAM offers the 

benefits of low cost and simple installation together with 

powerful scene recognition capabilities (Cheng et al., 2022). 

III. MONITORING AND SENSOR DEVICES 

Geographic Positioning Systems (GPS) have grown into 

an integral component in transportation and other businesses 

as well as daily life. The GPS units triangulate their position 

using signals from satellites in orbit to determine their global 

coordinates. (Bagloee et al., 2016) [4]. To pinpoint a car's 

location on the road, these coordinates are compared with the 

topography of the network of roads. There are still significant 

GPS inaccuracies in many meters. (Miura & Kamijo, 2015) 

[29]. Because automotive radar scenarios are distinct from 

military radar scenarios, new signal-processing techniques 

must be developed and derived. New performance 

constraints and the reformulation of vehicular radar positions 

offer a chance to create novel signal-processing techniques. 

By updating standard methods for signal processing in 

automotive radar (Bilik et al., 2019) [6]. 

Innovative technologies, such as navigational visual 

algorithms, obstacle detection and avoidance, and aerial 

decision-making, can be developed to address challenges 

with aerial perception through the integration of computer 

vision technology into unmanned aerial vehicles (UAVs). A 

wide range of uses for UAVs have been developed using this 

specialized technology, going beyond traditional military and 

defence applications. (Al-Kaff et al., 2018) [2]. In various 

driving environments, autonomous cars need an accurate 

localization and mapping solution. (Cheng et al., 2022). 

SLAM, or simultaneous localization and mapping, 

technology is a well-researched solution in this regard. For 

perception and localization, cameras and light detection and 

ranging (LIDAR) sensors are frequently employed. But after 

ten or twenty years of development, the LIDAR-SLAM 

technique doesn't appear to have evolved all that much. 

When compared to LIDAR-based systems, visual SLAM 

offers the benefits of low cost and simple installation 

together with powerful scene recognition capabilities(Cheng 

et al., 2022) [11]. (Nguyen et al., 2021) Suggests a productive 

method, based on artificial intelligence (AI) platforms for 

data processing, to maximize data transmission and reception 

in UAV-CSS systems. An initial backdrop frame and an 

updated background are generated by the algorithm and 

supplied to the server. After dividing the scene's region of 

interest, it sends only the modifications. 

The autonomous car is capable of self-control, 

environment recognition, and driving at a level comparable 

to that of a human driver. To develop this type of system, the 

following tasks were completed: To detect curve lanes, deep 

learning is applied for lane detection, based on fully 

Convolutional Neural Networks (CNNs); (c) The cubic 

spline interpolation method is used for path generation, based 

on Global Positioning System (GPS) data, where the distance 

between two adjacent path generation points is the same. 

This real-time lane detection system is proposed, based on 

vision system functions, using webcam cameras. A sliding 

mode control system is suggested for the steering control of 

the vehicle. (Dai & Lee, 2020) [13]. 

IV. VISION-BASED ALGORITHM FOR IMAGE 

PROCESSING 

The use of machine learning and Neural network (AI) 

enhanced the driver assistance model and self-driven 

vehicles in which, self-driven functions are categories, 

conducted in simulation and  

HIL system. This process  
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also initiated the AI core fed with test instances, conditions 

for boundary scenarios, and test examples to conduct 

simulation and virtual assessment of the environment 

(Harsha et al., 2017). (Goyal et al., 2020) analyzed a 

self-driven vehicle algorithm used to identify various images, 

through the application of the CNN algorithm to handle 

complicated calculators. (Ramakrishnan 2021) applied CNN 

with the traffic-based model to accelerate driving in dense 

traffic environments and to check the algorithm performance. 

In the simulation on the traffic-based model with highway 

and traffic hyperparameter tunning, the proposed model 

achieved 7.18% free of error for prediction.  

A vision-based technique was employed in image 

processing to extract specific details and an optimal path for 

the vehicle to accelerate on the pathway through the 

environment. To generate the dataset, they simulate the 

environment, which consists of a car and track. With the 

generated data set, training was conducted to attain the 

optimal neural network architecture; through the simulator, 

tests were conducted and depicted via test results in an 

autonomous car on the road and track. The model performed 

a 23-lap round before moving in a different direction, but the 

neural network model helped maintain its track (Ribeiro et 

al., 2023). develops a 1/10 scale remote-controlled car (RC 

car) to represent an automated car. The model is made up of 

the following hardware and software components: CNN 

(convolutional neural network), monocular vision algorithm, 

Haar cascade classifier, Raspberry Pi Board model B+, Pi 

camera, Arduino, and an Ultrasonic sensor (Thadeshwar et 

al., 2020) [38]. (Naz et al., 2022) [30] introduced onboard 

sensors like laser, radar, lidar, Global Positioning System 

(GPS), and vehicular communication networks are used by 

autonomous cars to gather scene information. The acquired 

data is then applied to several path design and management 

strategies to enable the vehicles to operate independently in 

intricate surroundings. Modern AI algorithms are used by 

autonomous cars to locate themselves in both familiar and 

unfamiliar areas. Motion control, path planning, and 

perception are more applications of AI systems. 

(Naz et al., 2022) Provided six levels of automation, 

ranging from zero-state automation to complete-state 

automation. This can be illustrated in Figure 1. 

 

 

[Fig.1: Six Levels of Automation] [30]  

In (Stanchev & Geske, 2016), A standardized classification 

system has been suggested by the National Highway Traffic 

Safety Administration (NHTSA):  

Table 1: States of Autonomous Vehicles 

Level State 

0 At all times, the driver has total control over the vehicle. 

1 
Certain car systems, such as automated braking or 

electronic stability control, are automated. 

2 
Automating at least two controls simultaneously, such as 
adaptive cruise control and lane maintenance is possible. 

3 

Under specific circumstances, the driver can completely 

relinquish control of all safety-critical operations. When the 
situation calls for the driver to regain control, the vehicle 

recognizes it and gives them a "sufficiently comfortable 
transition time" to do so. 

4 

The driver is not expected to operate the car at any point 

during the trip; it handles all safety-critical tasks. This car 

might incorporate empty cars since it would be in complete 
charge of all operations, including parking. 

V. ARTIFICIAL INTELLIGENCE 

The ultimate idea that will enable machines to carry out 

any kind of work independently and in any circumstance is 

artificial intelligence. Applications like machine learning 

(ML), which fall under the general category of artificial 

intelligence, are being utilized more and more to create 

solutions in several domains, including self-driving cars. 

Recently, methods like deep learning have gained popularity 

due to their exceptional performance on a range of tasks, 

including decision-making and image identification. 

(Mallozzi et al., 2019) [27]. 

Different machine learning algorithms must be applied to 

multiple car components for fully autonomous vehicles to 

function. Deep neural networks, or DNNs, have gained 

popularity recently as a primary method for handling several 

significant tasks about the perception component of 

autonomous driving. Examples of this include semantic 

segmentation of images, road detection, and item recognition 

and categorization. (Mallozzi et al., 2019). Because DNNs 

are strong techniques and can learn intricate representations 

from unprocessed data, they can do away with the need for 

hand-crafted features, which is challenging for other 

machine-learning techniques. Perception, prediction, and 

planning are the three primary responsibilities to be 

considered while creating an autonomous agent, or an entity 

that can make decisions based on its observations. You can 

use machine learning in each of them as shown in Table 1. 

(Sallab et al., 2017) [34]. 

Table 2: Three Main Actions for Creating AVs 

Perception 

Right now, deep learning is mostly used for 

perception [9]. It entails taking raw data from the 
vehicle's sensors and extracting semantic knowledge 

from it. It is present in autonomous vehicles in 

various contexts, including object tracking and 
detection, pedestrian identification, road sign 

recognition, position and mapping, and intelligent 
vehicle assistance functions like friction, destination, 

and traffic flow prediction (Chavez-Garcia & 

Aycard, 2015; Dollar et al., 2011) [14]. 
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Recurrent neural networks can be used to create 
models that forecast the future states of the 

environment (Pinheiro & Collobert, 2014) [32]. 

Additionally, using the current state as a basis, 

supervised learning can be utilized to forecast the 

near future (Shalev-Shwartz et al., 2016) [35]. From 
raw input signals, such as a pixel from the 

front-facing camera, convolutional neural networks 
can be utilized to directly forecast the steering angle 

of the car (Bojarski et al., 2016) [7]. 

Planning 

A series of actions is planned by combining 
perception and prediction. 

For this reason, frameworks like reinforcement 

learning are useful. It works with recurrent neural 
networks as well as deep neural networks. An agent 

that uses reinforcement learning makes decisions 
about its surroundings to maximize a monetary 

reward (Sutton & Barto, 1999) [37]. These incentives 

are given to the agent by the environment in 
exchange for each action it gets. The agent monitors 

the incentives and applies them to enhance its policy 
for making decisions. Learning by demonstration is 

another model for teaching a system how to do tasks. 

In this paradigm, policies are taught by an instructor 
(Argall et al., 2009) [3]. 

VI. DEEP LEARNING ALGORITHM 

Deep learning, also referred to as deep machine learning, is 

a subfield of machine learning that is partially based on 

structured algorithms. Its goal is to use multiple layers of 

linear and non-linear transformation functions, graphs, 

multiples of deep graphs, and multiples of deep processing 

layers to create a high-level abstraction model from the given 

data. (Vishnukumar et al., 2017) [40]. 

Table 3: Some Deep Learning Algorithm 

References Algorithm Approached 

(Ahmed et 
al., 2020) 

[1]. 

 

K-Means 

Is an unsupervised technique that 

divides datasets without labels or 
classifications into pre-established 

clusters. It assigns a centroid to each 
cluster and iteratively seeks to 

minimize the total sum of the distances 

between the centroids of the clusters 

and their respective data points. 

(Miglani & 

Kumar, 

2019) [28] 

RCNN 

Object detection is the application of 
this kind of neural network. It is 

favoured over traditional CNN since it 
uses less space than CNN when 

detecting an object in an image 

because the object does not appear the 
same number of times. To locate the 

borders and labels of each object in an 

image and build a boundary box 

around it, RCNN employs a selective 

searching technique. To determine the 
bounding box's precise coordinates, a 

linear regression model is ultimately 
applied. RCNN is utilized in AVs to 

recognize objects, pedestrians, and 

traffic signs 

(Li et al., 

2020) [23] 
YOLO 

Joseph Redmon created this 

CNN-based algorithm within the 
Darknet framework, and it is an 

effective real-time object detection 

tool. After that, YOLO was the basis 
for a series of object detectors in 

computer vision, including YOLOv2, 
YOLOv3, and YOLOv4. Identifiers 

and classes of objects are handled by 

this single-stage detector in a single 
network pass. Models based on YOLO 

are effective and simple to implement. 

(Dai & 

Lee, 2020) 
SLAM 

Based on data from LiDAR or 

RADAR sensors, SLAM is primarily 
used to estimate the relative position of 

static objects in an environment. By 

serving as an odometer, 
RADAR-SLAM can offer velocity 

information and even carry out 
localization using information from 

maps. Using a monocular or stereo 

camera, LiDAR-SLAM, also known as 
Visual SLAM, tracks the features of 

successive images while calculating 
their relative direction and translation. 

AVs employ SLAM for Path Planning, 

Motion Control, and occasionally even 

Pedestrian Detection [24]. 

(Miglani & 

Kumar, 

2019) 

CNN 

Because this kind of neural network is 
so good at using the convolution 

function to extract distinguishing 
information from images, it is utilized 

for image processing. It uses several 

hidden layers to extract high-level 
features from a 2D input. Following 

input, it uses the spatial arrangement of 
the input pixels to find patterns in the 

images that are valuable. CNN can be 

easily implemented since 
pre-processing is not necessary. They 

are employed in AVs for pedestrian 

recognition and path planning. 

 

Table 4: Performance of Some Deep Learning Algorithm  

References 
Proposed 

Algorithm 

Objects 

Detected 
Approach Performance/Results 

Goyal et al 

2020 
YOLO 

Vehicle, traffic 

light, lane, 

people, traffic 
signs 

The approach used a Convolutional neural model to 

distinguish highlights though the related neural 
layers provide navigations and likelihood. The 

proposed system used 24 layers in progress with an 

additional 2 related layers. 

The Yolo algorithm performed better 

and faster in real-time instances for 

detecting objects. 
 

(Ramakrishnan 

2021) 
CNN  

The traffic-based model was developed through the 

Tensor Flow framework with Python programming 

language for simulation. Various parameters were 
installed for highway traffic. 

 

(Nguyen et al., 
2021) [31] 

Video 

Surveillance 
Processing 

Algorithm 

Moving 
Vehicles 

The model developed a background frame from 

initial, enhanced to finish, and updated the server. 
The area of interest from the object in motion is split 

in the environment and transmits the changes only. 

The model was designed to improve 

the reception and passing of data in 
UAV CSS based on AI with 80% 

memory space and data transmission. 

VII. APPROACH FOR DETECTING LANES 

The main development here is to review various 

algorithms applied for lane detection through lane images. 

(Goyal et al., 2020) developed the model to predict the 

gradient change through colour intensity amid adjacent 

images (pixels) and further  

change images' colour to 

grayscale. Thereafter, 

images were smoothed 
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through the Gaussian model, noise was reduced to enhanced 

detection for different edges with edge detection technique. 

Lastly, the images are masked in triangular form which forms 

the region of interest.  

VIII. DATASET 

At the moment, there are a lot of datasets accessible for 

autonomous car segmentation tasks; some of them are 

introduced for instance segmentation, as discussed in Table 

3, while others are connected to semantic segmentation. 

(Stanchev & Geske, 2016) [36]. 

Table 5: Description of Some Datasets used in AVs 

Reference Dataset Description 

(Krajewski 
et al., 2018) 

[22] 

High-D dataset 

Approximately 110,000 corrected 
trajectories of various vehicles, 

including cars and trucks, are 
included in the collection. These 

paths are taken from drone footage 

that was shot above German 
motorways at 25 frames per second 

and with a resolution of 4096 x 2160 
pixels. The dataset contains the 

trajectory ID, speed, acceleration, 

longitudinal position, distance to the 
leader, and ID of the current leader 

for each specific vehicle trajectory. 

(Cordts et 

al., 2016) 
[12] 

The city-Space 

the premium pixel-level semantic 
segmentation dataset, gathered in 

about 50 German cities and the 
surrounding nations, to comprehend 

urban street scenes. The collection 

comprises five thousand 1024 × 
2048 pixel-level annotated photos 

that show intricate metropolitan 
settings under various weather 

situations, with variable backdrops 

and scene arrangements. 

(Caesar et 
al., 2020) [8] 

NuScenes 

is a massive 3D object detection 

dataset that was just released to aid 
in AD scene comprehension. 

Moving cars fitted with a variety of 

specialized sensors are used to 
gather the dataset in Singapore's 

Holland Village, Queenstown, and 

One North as well as Boston's South 
Boston and Seaport. Thirteen 

sensors make up the car-mounted 
suite: one IMU sensor, five 

long-range radar sensors running at 

77 GHz with a 13 Hz capture 
frequency, six RGB cameras with 

1600 ×900 resolution and a 20 Hz 
capture frequency, and one LiDAR 

sensor. 

(Geiger et 
al., 2012) 

[16] 

Semantic-KITTI 

is a large outdoor scene dataset 
designed for panoptic and point 

cloud semantic segmentation of 
road scenery, encompassing 

freeways, residential areas, and city 

traffic? It consists of 43552 
point-by-point re-annotated 3D 

scans for the KITTI Vision 
Odometry Benchmark dataset that 

were produced using an automotive 

LiDAR sensor. There are 22 unique 
sequences in this dataset, which are 

divided between test and 
training-validation subsets. 

Twenty-three,511,3D scans from 

sequences 0 to 10 make up the 
training-validation set, while 

twenty,351,3D scans from 

sequences 11 to 21 make up the test 
set. 

(Geiger et KITTI With a size of 1240x376 pixels, the 

al., 2012) dataset consists of 14999 RGB 
stereo image pairs (which include 

the picture and its accompanying 

ground truth). A training set (7841 
samples) and a test set (7518 

samples) comprise the full dataset. 
The training set is then divided into 

two subsets: the test set (3769 

samples), which is mostly utilized 
for validation, and the training 

subset (3712 samples). 

(Lin et al., 
2014) [25] 

COCO 

One of the most popular databases 
made available by Microsoft is the 

Common Objects in Context 
(COCO) dataset, which is 

extensively utilized for object 

captioning, semantic and object 
instance segmentation, and object 

recognition. The dataset includes 
330,000 photos with over 200,000 

labelled instances, human pose 

estimates, 250,000 individuals with 
key points, and 1,500,000 object 

instances divided into 80 different 
types. The image data is gathered 

from several sources, such as Flickr 

users who have contributed amateur 
photos with searchable tags and 

pertinent item images from the 
PASCAL VOC collection [17]. 

(Everingham 

et al., 2010) 
[15] 

PASCAL VOC 

One of the hardest datasets available 

to the public is PASCAL VOC 
(Visual Object Classes), which is 

used for object recognition, 

segmentation, and image 
classification. The VOC dataset is 

divided into two portions, VOC 
2007 and VOC 2012, much like the 

COCO dataset. 9,962 images and 

their accompanying annotations 
altogether, divided into three 

subsets: 2501 training, 2510 

validation, and 4951 testing images, 

are included in the VOC 2007 

release. 22,531 photos total from the 
VOC 2012 release are split up into 

three subsets for training, 
validation, and testing, namely 

5,717, 5,823, and 10,991 images. 

IX. TECHNIQUES OF DATA EXTRACTION FROM 

ACADEMIC SOURCES 

Several scholarly datasets on autonomous vehicles through 

AI and deep learning approaches were obtained based on 

relevant and sufficient papers. The review papers underwent 

sufficient scrutiny using basic investigations and other 

diverse methodologies. As seen in Tbale3, the research 

methodology used in the review paper searches through a 

variety of academic databases for pertinent works, including 

Springer, IEEE Explore, Scopus, Web of Science, Science 

Direct, Google Scholar, and the ACM Digital Library. 

X. TERMINOLOGY FOR SEARCHES  

One of the most efficient search keywords was established 

by carefully and methodically choosing the core search 

terms. A significant research paper was located using the 

following keywords in a reliable academic database: 

Autonomous Vehicle, AI and  

Deep Learning, vision-based,  

and Autonomous Vehicle 

using AI and Deep 

Learning.  

https://doi.org/10.35940/ijaent.I0484.11121224
http://www.ijaent.org/
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Table 6: Summary of Search Terms 

S/N 

Sources of 

Academic 

Papers 

Domain Site 

No. of 

Review 

Papers 

1. Springer http://www.springer.com/  7 

2. 
IEEE 

Explore 
http://www.ieeexplore.ieee.org/  14 

3. 
Science 

Direct 
http://www.sciencedirect.com/  6 

4. 
Google 
Scholar 

http://www.scholars.google.com/  14 

  Total of Review Papers 41 

 

 

[Fig.2: Histogram of Papers Review] 

 

[Fig.3: Doughnut of Papers Review] 

XI. FUTURE DIRECTION 

There has been a noticeable increase in research interest 

recently on the prediction of pedestrians and other moving 

objects—like cars—future whereabouts (Hu et al., 2020) 

[20]. Considerable effort has been paid to semantic 

segmentation utilizing frame-based visual data, and 

significant advancements have been made in the previous 

two years [42]. While there are a lot of robust techniques 

available for frame-level segmentation, their computational 

efficiency is compromised because they are primarily 

focused on reaching higher accuracy levels [43]. 

Thus far, segmentation techniques have been the main 

method used to approach scene understanding. However, 

attention can be shifted to more advanced forms of vehicular 

cognition, like events-based scene interpretation. (Zhang et 

al., 2021) [41]. One intriguing approach, for example, is to 

analyze the events for scene parsing [44]. This way, the 

surrounding occurrences—like a bike on the vehicle lane or a 

person crossing the street—can better assist and encourage 

autonomous vehicles to make more educated decisions. 

(Chen et al., 2020) [10]. The key takeaway from this is that to 

comprehend a scene fully, one needs to investigate other 

metrics and ascertain the links among recognised items in 

both space and time, (Ullah et al., 2020) [39].  

XII. CHALLENGES FACED BY AUTONOMOUS 

VEHICLES 

Since the real world is filled with a plethora of unexpected 

events and situations due to our departure from the 

conventional notion of an automobile, automated driving 

represents a significant paradigm shift from conventional 

vehicles. As a result, it is no longer a request but rather a 

fundamental necessity in the field of testing and validation 

(Vishnukumar et al., 2017). It is already widely 

acknowledged that manufacturing autonomous cars in large 

quantities is not the only important step; testing and 

validation of the vehicles are also necessary to ensure that 

they perform as intended and meet safety regulations 

(Vishnukumar et al., 2017). 

Because there are more lines of code in software every day, 

updates are taking too long. To address this issue, an 

over-the-air approach with High processing capacity and 

speed is necessary for processing sensor devices. GPUs, 

CPUs, and FPGA are necessary for high-end computing 

devices. (Ma et al., 2020) [26]. AI requires computation that 

is beyond the capabilities of traditional CPUs. As a result, 

many researchers create AVs using GPUs. The drawback of 

GPUs is that they require ten times as much electricity as 

FPGA. Google created TPU and performs 15–20 times better 

than GPUs (Jouppi et al., 2017) [21]. 

 

(Bathla et al., 2022) [5] Provided some challenges: 

▪ The accuracy of the sensor data used as input signals 

determines how well AI systems operate. Sensor problems 

influence AI approaches' input. 

▪ Cars can communicate with other vehicles, roadside 

equipment, and other vehicles thanks to 

vehicle-to-everything (V2X) technology. For those in 

academics and business, privacy protection and safe 

communication between parties remain top priorities in 

AV. 

▪ Because there are more lines of code in software every day, 

updates are taking too long. To address this issue, an 

over-the-air approach was implemented; however, several 

attacks are noted when software is being updated. 

▪ Cars can communicate with other vehicles, roadside 

equipment, and other vehicles thanks to 

vehicle-to-everything (V2X) technology. For those in 

academics and business, privacy protection and safe 

communication between parties remain top priorities in 

AV. 

▪ Because there are more lines of code in software every day, 

updates are taking too long. To address this issue, an 

over-the-air approach was implemented; however, several 

attacks are noted when software is being updated. 

▪ To reduce perception errors, it will be challenging to 

precisely locate, classify, and  

detect things in the outside 

environment. Error 

perception is one of the 

https://doi.org/10.35940/ijaent.I0484.11121224
http://www.ijaent.org/
http://www.springer.com/
http://www.ieeexplore.ieee.org/
http://www.sciencedirect.com/
http://www.scholars.google.com/
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difficult problems in AV safety. 

▪ An accurate, reliable, and efficient decision-making 

system ought to be built with the ability to react 

appropriately and quickly to the external environment. 

Thorough and rigorous software and hardware system 

testing should be carried out to lower the decision error. 

▪ Examine the system's behaviour in a variety of scenarios 

and settings to prevent failure. 

▪ Researchers' top issue is cybersecurity for AV. How safe it 

is to use wireless communication. The public's perception 

of the developing AV technology might be greatly 

influenced by serious worries about security and safety. 

XIII. CONCLUSION 

An extensive examination of artificial intelligence and 

deep learning in autonomous vehicles via vision-based 

systems, and driving experiences has been carried out by this 

work. According to observations, safety regulations for 

autonomous systems are lacking, and artificial intelligence 

(AI) is a key consideration when creating vision-based 

guidelines for futuristic autonomous systems. Additionally, a 

comparative review of numerous research on autonomous 

systems reveals that the development of autonomous systems 

requires the integration of two or more cutting-edge 

technologies, including artificial intelligence, blockchain, 

Internet of Things, cloud computing, fog computing, and 

edge computing. Here, the attention is focused on how 

artificial intelligence and deep learning track the actions and 

travels of the car with computer vision. 
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